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Abstract:Automated
 

design
 

of
 

deep
 

neural
 

networks
 

using
 

performance
 

predictor
 

has
 

become
 

a
 

hot
 

topic
 

in
 

current
 

research.Neural
 

architecture
 

search(NAS)methods
 

can
 

be
 

used
 

to
 

enable
 

au-
tomatic

 

design
 

of
 

neural
 

network
 

structures
 

by
 

defining
 

different
 

search
 

spaces,search
 

strategies,

or
 

optimization
 

strategies.Evolutionary
 

computation
 

by
 

many
 

researchers
 

as
 

the
 

search
 

strategy
 

for
 

NAS,which
 

is
 

called
 

evolutionary
 

NAS(ENAS).However,ENAS
 

is
 

time-consuming
 

in
 

evalu-
ating

 

the
 

performance
 

of
 

network
 

structures,which
 

hinders
 

the
 

development
 

of
 

ENAS.There-
fore,predicting

 

network
 

architecture
 

performance
 

using
 

performance
 

predictor
 

can
 

improve
 

ENAS
 

search
 

speed
 

and
 

save
 

computational
 

resources.This
 

paper
 

summarizes
 

several
 

ENAS
 

methods
 

that
 

utilize
 

performance
 

predictor,and
 

discusses
 

an
 

outlook
 

on
 

search
 

space,search
 

strategies,and
 

the
 

future
 

directions
 

of
 

ENAS
 

assisted
 

by
 

performance
 

predictor.
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1 Introduction

In
 

recent
 

years,with
 

the
 

continuous
 

develop-
ment

 

of
 

the
 

field
 

of
 

artificial
 

intelligence,deep
 

neu-
ral

 

networks,as
 

the
 

main
 

technology
 

of
 

deep
 

learn-
ing,have

 

become
 

a
 

popular
 

research
 

area.Deep
 

neural
 

networks
 

have
 

been
 

widely
 

used
 

in
 

fields
 

such
 

as
 

natural
 

language
 

processing[1],image
 

pro-
cessing[2],and

 

data
 

mining[3].Especially
 

in
 

the
 

field
 

of
 

image
 

processing,some
 

famous
 

deep
 

neural
 

networks
 

have
 

achieved
 

good
 

classification
 

and
 

seg-

mentation
 

results
 

in
 

applications
 

such
 

as
 

image
 

classification[4]and
 

image
 

segmentation[5].For
 

ex-

ample,AlexNet[4],GoogLeNet[6],and
 

ResNet[2].

However,these
 

famous
 

neural
 

network
 

archi-

tectures
 

are
 

all
 

designed
 

manually
 

by
 

experts
 

who
 

have
 

rich
 

experience
 

and
 

knowledge
 

in
 

relevant
 

field.As
 

deep
 

neural
 

networks
 

and
 

other
 

disciplines
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continue
 

to
 

cross-develop,some
 

users
 

from
 

other
 

interdisciplinary
 

areas
 

hope
 

to
 

design
 

efficient
 

deep
 

neural
 

networks
 

for
 

their
 

research
 

areas,but
 

they
 

lack
 

knowledge
 

and
 

experience
 

in
 

the
 

field
 

of
 

deep
 

learning
 

and
 

cannot
 

design
 

networks
 

manually.
This

 

has
 

led
 

to
 

a
 

surge
 

of
 

interest
 

in
 

automatic
 

de-
sign

 

of
 

deep
 

neural
 

network
 

architectures.On
 

the
 

other
 

hand,automatic
 

design
 

of
 

deep
 

neural
 

net-
work

 

architectures
 

can
 

also
 

promote
 

the
 

develop-
ment

 

of
 

deep
 

learning
 

in
 

other
 

disciplines.Existin-

gNeural
 

architecture
 

search(NAS)methods
 

can
 

be
 

divided
 

into
 

two
 

categories
 

depending
 

on
 

whether
 

domain
 

knowledge
 

is
 

needed
 

when
 

using
 

them.The
 

first
 

category
 

is
 

“automatic
 

+
 

manual
 

tuning”
 

neural
 

network
 

architecture
 

design,which
 

still
 

re-

quires
 

manual
 

tuning
 

based
 

on
 

professional
 

knowl-
edge

 

of
 

designing
 

neural
 

network
 

architectures.
This

 

category
 

includes
 

genetic
 

CNN[7],hierarchical
 

evolution[8],efficient
 

architecture
 

search(EAS)[9],

and
 

neural
 

architecture
 

search(NASNet)[10].The
 

second
 

category
 

is
 

“automatic”
 

CNN
 

architecture
 

design,which
 

does
 

not
 

require
 

any
 

manual
 

tuning
 

by
 

users
 

when
 

using
 

it.This
 

category
 

includes
 

large-scale
 

evolution[11],cartesian
 

genetic
 

program-
ming(CGP-CNN)[12]and

 

meta-modelling
 

method
(MetaQNN)[13].Clearly,automatic

 

neural
 

network
 

architecture
 

search
 

methods
 

are
 

more
 

in
 

line
 

with
 

user
 

needs.
According

 

to
 

the
 

adopted
 

techniques,NAS
 

can
 

also
 

be
 

divided
 

into
 

evolutionary
 

neural
 

architec-
ture

 

search(ENAS),reinforcement
 

learning
 

NAS
(RNAS),gradient-based

 

NAS,and
 

so
 

on.Howev-
er,experimental

 

evidence
 

has
 

shown
 

that
 

RNAS
 

usually
 

require
 

more
 

computational
 

resources
 

than
 

ENAS[14].ENAS
 

conforms
 

to
 

the
 

basic
 

process
 

of
 

evolutionary
 

algorithms
 

and
 

is
 

more
 

suitable
 

for
 

architecture
 

search
 

of
 

deep
 

neural
 

networks.Evolu-
tionary

 

algorithms[15]are
 

a
 

class
 

of
 

population-
based

 

metaheuristic
 

optimization
 

methods
 

inspired
 

by
 

biological
 

evolution.Typical
 

evolutionary
 

algo-
rithms

 

include
 

genetic
 

programming[16],evolution-

ary
 

strategies[17],among
 

which
 

genetic
 

algorithms
 

are
 

the
 

most
 

popular
 

due
 

to
 

their
 

theoretical
 

foun-
dation[18]and

 

good
 

performance
 

in
 

solving
 

different
 

optimization
 

problems[19-22].Genetic
 

algorithms
 

generate
 

high-quality
 

optimal
 

solutions
 

by
 

using
 

bio-inspired
 

operators,namely
 

mutation,cross-
over,and

 

selection[32].The
 

basic
 

idea
 

of
 

evolution-
ary

 

algorithms
 

is
 

to
 

represent
 

the
 

solution
 

to
 

a
 

problem
 

as
 

an
 

individual
 

and
 

iteratively
 

optimize
 

the
 

solution
 

by
 

performing
 

selection,crossover,and
 

mutation
 

operations
 

on
 

individuals.Specifically,the
 

basic
 

steps
 

of
 

evolutionary
 

algorithms
 

include
 

ini-
tializing

 

the
 

population,selection
 

operation,cross-
over

 

operation,mutation
 

operation,and
 

environ-
mental

 

selection.Evolutionary
 

algorithms
 

have
 

the
 

advantages
 

of
 

strong
 

global
 

search
 

ability,low
 

re-

quirements
 

for
 

problem
 

specifications,and
 

good
 

parallelism.
ENAS

 

is
 

a
 

neural
 

architecture
 

search
 

method
 

based
 

on
 

evolutionary
 

algorithms.It
 

iteratively
 

evolves
 

the
 

structure
 

and
 

parameters
 

of
 

neural
 

net-
works

 

to
 

find
 

the
 

optimal
 

neural
 

network
 

architec-
ture.Some

 

ENAS
 

have
 

achieved
 

good
 

results,such
 

as
 

genetic
 

CNN[7]and
 

CNN-GA[23].However,the
 

difficulty
 

with
 

ENAS
 

lies
 

in
 

the
 

fact
 

that
 

evalua-
ting

 

neural
 

architectures
 

is
 

very
 

time-consuming.
For

 

example,A
 

fully
 

machine
 

designed
 

neural
 

net-
work[24]requires

 

parallel
 

operation
 

on
 

Tesla
 

K40
 

GPUs
 

for
 

nearly
 

a
 

month.This
 

high
 

computational
 

cost
 

sacrifices
 

the
 

savings
 

achieved
 

by
 

manual
 

architecture
 

design.Therefore,reducing
 

the
 

com-

putational
 

cost
 

is
 

one
 

of
 

the
 

key
 

goals
 

of
 

ENAS.
Some

 

researchers
 

use
 

the
 

method
 

of
 

reducing
 

the
 

number
 

of
 

epochs
 

to
 

save
 

running
 

costs,but
 

this
 

method
 

can
 

lead
 

to
 

underfitting
 

and
 

inaccurate
 

results.Recently,using
 

performance
 

predictor
 

to
 

predict
 

the
 

performance
 

of
 

neural
 

architectures
 

for
 

ENAS
 

has
 

become
 

a
 

popular
 

research
 

direction.In
 

the
 

process
 

of
 

ENAS,using
 

performance
 

predictors
 

to
 

predict
 

the
 

performance
 

of
 

architectures
 

can
 

reduce
 

the
 

time
 

required
 

to
 

evaluate
 

architectures.
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Therefore,this
 

paper
 

summarizes
 

the
 

ENAS
 

with
 

per-
formance

 

predictor
 

of
 

recent
 

years,summarizes
 

them,

and
 

looks
 

forward
 

to
 

future
 

development
 

directions.

2 Neural
 

Architecture
 

Search

Neural
 

architecture
 

search(NAS)is
 

generally
 

defined
 

as
 

a
 

global
 

optimization
 

problem.In
 

the
 

search
 

space
 

S,NAS
 

can
 

be
 

defined
 

as
 

Eq.(1).
S=argmins∈Sf(s) (1)

where
 

f
 

is
 

the
 

performance
 

measure
 

of
 

the
 

neural
 

architecture
 

s,NAS
 

always
 

requires
 

some
 

search
 

strategy,as
 

it
 

is
 

impossible
 

to
 

evaluate
 

the
 

per-
formance

 

of
 

all
 

architectures
 

through
 

the
 

training-
validation

 

process
 

under
 

limited
 

search
 

cost.
NAS

 

can
 

be
 

divided
 

into
 

three
 

parts,namely
 

search
 

space,search
 

strategy,and
 

performance
 

evaluation,as
 

shown
 

in
 

Fig.1.The
 

search
 

space
 

de-
fines

 

the
 

possible
 

structures
 

and
 

components
 

of
 

the
 

neural
 

network.The
 

design
 

of
 

the
 

search
 

space
 

af-
fects

 

the
 

efficiency
 

and
 

results
 

of
 

the
 

search.Gen-
erally,the

 

search
 

space
 

should
 

include
 

common
 

neural
 

network
 

structures
 

and
 

components,while
 

also
 

allowing
 

a
 

certain
 

degree
 

of
 

freedom
 

and
 

inno-
vation,so

 

that
 

the
 

search
 

algorithm
 

can
 

find
 

better
 

solutions.The
 

search
 

strategy
 

defines
 

how
 

to
 

con-
duct

 

the
 

search
 

in
 

the
 

search
 

space.Search
 

strate-

gies
 

typically
 

include
 

heuristic
 

search,genetic
 

algo-
rithms,reinforcement

 

learning,and
 

other
 

methods.
Different

 

search
 

strategies
 

have
 

their
 

own
 

advanta-

ges
 

and
 

disadvantages,and
 

choosing
 

the
 

appropri-
ate

 

search
 

strategy
 

can
 

improve
 

the
 

efficiency
 

and
 

quality
 

of
 

the
 

search
 

results.

Fig.1 Neural
 

Architecture
 

Search

3 Evolutionary
 

neural
 

architecture
 

search
(ENAS)

Evolutionary
 

algorithms
 

are
 

a
 

class
 

of
 

optimi-

zation
 

algorithms
 

that
 

draw
 

inspiration
 

from
 

the
 

natural
 

process
 

of
 

selection
 

and
 

evolution.These
 

algorithms
 

are
 

utilized
 

in
 

a
 

variety
 

of
 

fields,inclu-
ding

 

engineering,finance,and
 

biology,to
 

solve
 

complex
 

optimization
 

problems.At
 

the
 

core
 

of
 

evo-
lutionary

 

algorithms
 

is
 

the
 

maintenance
 

of
 

a
 

popu-
lation

 

of
 

candidate
 

solutions,with
 

genetic
 

operators
 

such
 

as
 

mutation
 

and
 

crossover
 

applied
 

iteratively
 

to
 

generate
 

new
 

solutions.The
 

fitness
 

of
 

these
 

so-
lutions

 

is
 

then
 

evaluated
 

according
 

to
 

a
 

fitness
 

function,with
 

the
 

most
 

promising
 

individuals
 

se-
lected

 

to
 

become
 

parents
 

of
 

the
 

next
 

generation.

This
 

process
 

continues
 

for
 

several
 

generations
 

until
 

a
 

satisfactory
 

solution
 

is
 

achieved.One
 

of
 

the
 

pri-
mary

 

advantages
 

of
 

evolutionary
 

algorithms
 

is
 

their
 

ability
 

to
 

effectively
 

explore
 

large
 

search
 

spaces
 

and
 

avoid
 

being
 

trapped
 

in
 

local
 

optima.
This

 

makes
 

them
 

particularly
 

suitable
 

for
 

complex
 

optimization
 

problems
 

with
 

non-linear
 

and
 

non-
convex

 

objective
 

functions.There
 

are
 

several
 

types
 

of
 

evolutionary
 

algorithms,including
 

genetic
 

algo-
rithms,evolutionary

 

strategies,and
 

genetic
 

pro-
gramming,each

 

with
 

unique
 

strengths
 

and
 

weak-
nesses.The

 

selection
 

of
 

the
 

appropriate
 

algorithm
 

depends
 

on
 

the
 

specific
 

problem
 

being
 

addressed.In
 

recent
 

years,hybrid
 

algorithms
 

combining
 

evolu-
tionary

 

algorithms
 

with
 

other
 

optimization
 

tech-
niques

 

such
 

as
 

swarm
 

intelligence
 

and
 

machine
 

learning
 

have
 

emerged,resulting
 

in
 

more
 

powerful
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and
 

efficient
 

algorithms.These
 

hybrid
 

algorithms
 

have
 

been
 

applied
 

to
 

diverse
 

applications
 

such
 

as
 

image
 

and
 

signal
 

processing,data
 

mining,and
 

ro-
botics.Overall,evolutionary

 

algorithms
 

are
 

versa-
tile

 

and
 

powerful
 

optimization
 

algorithms
 

that
 

have
 

demonstrated
 

their
 

effectiveness
 

in
 

solving
 

a
 

broad
 

range
 

of
 

complex
 

problems.Fig.2
 

shows
 

the
 

stand-
ard

 

optimization
 

process
 

of
 

genetic
 

algorithm.

Fig.2 Genetic
 

algorithm

Evolutionary
 

algorithms
 

have
 

been
 

shown
 

to
 

possess
 

global
 

search
 

capabilities
 

that
 

make
 

them
 

an
 

efficient
 

search
 

strategy
 

for
 

NAS.Several
 

meth-
ods

 

have
 

been
 

proposed,including
 

EvoNAS-

Rep[25],Evolutionary
 

NAS[26],and
 

IPPSO[27].Evo-

NAS-Rep
 

is
 

a
 

recent
 

ENAS-based
 

method
 

that
 

in-
troduces

 

a
 

new
 

RepVGG
 

node.It
 

proposes
 

a
 

new
 

encoding
 

strategy
 

that
 

maps
 

fixed-length
 

coded
 

in-
dividuals

 

to
 

variable-depth
 

DL
 

structures
 

using
 

RepVGG
 

nodes.GA
 

is
 

used
 

to
 

search
 

for
 

the
 

opti-
mal

 

individual
 

and
 

its
 

corresponding
 

DL
 

model.An
 

iterative
 

training
 

process
 

is
 

designed
 

to
 

train
 

the
 

deep
 

learning
 

model
 

and
 

evolutionary
 

genetic
 

algo-
rithm.EvoNAS-Rep

 

is
 

validated
 

on
 

CIFAR
 

10
 

and
 

CIFAR
 

100
 

datasets,achieving
 

high
 

accuracy
 

of
 

96.35%
 

and
 

79.82%,respectively,with
 

less
 

than
 

0.2
 

GPU
 

days.Evolutionary
 

NAS
 

proposes
 

an
 

effec-

tive
 

evolutionary
 

method
 

that
 

uses
 

a
 

customized
 

cross-
over

 

operator
 

to
 

inherit
 

parent
 

structuresinformation,

improving
 

convergence
 

speed.IPPSO
 

utilizes
 

parti-
cle

 

swarm
 

optimization(PSO)to
 

automatically
 

search
 

for
 

CNNs
 

optimal
 

architecture
 

without
 

hu-
man

 

intervention.Three
 

improvements
 

are
 

made
 

on
 

the
 

traditional
 

particle
 

swarm
 

algorithm,inclu-
ding

 

proposing
 

a
 

new
 

encoding
 

strategy
 

inspired
 

by
 

computer
 

networks,designing
 

a
 

disabled
 

layer
 

to
 

enable
 

the
 

method
 

to
 

learn
 

variable-length
 

CNN
 

architecture,and
 

randomly
 

selecting
 

a
 

portion
 

of
 

the
 

dataset
 

for
 

evaluation
 

to
 

increase
 

evaluation
 

speed.IPPSO
 

is
 

the
 

first
 

work
 

that
 

uses
 

particle
 

swarm
 

algorithms
 

to
 

automatically
 

evolve
 

CNN
 

ar-
chitectures.Table

 

1
 

summarizes
 

the
 

evolutionary
 

algorithms
 

used
 

by
 

the
 

three
 

algorithms
 

and
 

the
 

types
 

of
 

basic
 

units
 

in
 

the
 

search
 

space.

Table
 

1 Summary
 

of
 

three
 

different
 

ENAS

Algorithms Evolutionary
 

algorithm Basic
 

Unit

EvoNAS-Rep Genetic
 

algorithm Block

Evolutionary
 

NAS Genetic
 

algorithm Cell

IPPSO Particles
 

warm
 

optimization Layer

4 Evolutionary
 

neural
 

architecture
 

search
with

 

performance
 

predictor

ENAS
 

generally
 

uses
 

gradient
 

back
 

propaga-
tion

 

to
 

evaluate
 

the
 

performance
 

of
 

the
 

searched
 

architectures
 

when
 

searching
 

for
 

architecture
 

eval-
uation,which

 

makes
 

ENAS
 

very
 

computer
 

re-
source-intensive

 

and
 

time-consuming.Therefore,

the
 

researchers
 

proposed
 

using
 

a
 

performance
 

pre-
dictor

 

to
 

evaluate
 

deep
 

network
 

architectures.In-
stead

 

of
 

using
 

gradient
 

backpropagation
 

to
 

obtain
 

the
 

evaluation
 

value
 

for
 

each
 

searched
 

network
 

ar-
chitecture

 

by
 

the
 

evolutionary
 

algorithm,the
 

per-
formance

 

predictor
 

performs
 

a
 

fast
 

evaluation.
Some

 

researchers
 

have
 

proposed
 

efficient
 

ENAS
 

using
 

different
 

performance
 

predictor.Sun
 

et
 

al.[28]
 

proposed
 

using
 

an
 

end-to-end
 

random
 

forest-based
 

performance
 

predictor(E2EPP)as
 

a
 

performance
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predictor
 

for
 

the
 

evaluation
 

of
 

network
 

structures.
Fig.3

 

shows
 

the
 

framework
 

of
 

the
 

proposed
 

per-
formance

 

predictor
 

and
 

the
 

associated
 

evolutionary
 

deep
 

learning
 

algorithm(EDL).The
 

random
 

forest-
based

 

performance
 

predictor
 

was
 

learned
 

from
 

a
 

few
 

different
 

CNN
 

architectures
 

that
 

have
 

been
 

trained
 

for
 

accuracy
 

in
 

the
 

classification
 

task.Com-

pared
 

to
 

the
 

CNN
 

training
 

process,random
 

forest
 

construction
 

and
 

prediction
 

are
 

less
 

computational-
ly

 

expensive
 

and
 

can
 

be
 

repeated
 

for
 

the
 

entire
 

evo-
lutionary

 

optimization,thus
 

alleviating
 

the
 

higher
 

computational
 

cost
 

in
 

EDL.Fig.3
 

consists
 

of
 

three
 

modules:data
 

acquisition,E2EPP,and
 

EDL.The
 

proposed
 

E2EPP
 

performance
 

predictor
 

is
 

part
 

of
 

the
 

EDL.First,EDL
 

is
 

used
 

to
 

collect
 

data
 

for
 

training
 

the
 

random
 

forest
 

agent,a
 

process
 

that
 

does
 

not
 

use
 

E2EPP.Samples
 

are
 

composed
 

of
 

CNN
 

architectures
 

and
 

classification
 

accuracies
 

ob-
tained

 

by
 

training
 

using
 

gradient
 

backpropagation.
Secondly,these

 

CNN
 

architectures
 

are
 

encoded
 

into
 

discrete
 

codes
 

for
 

training
 

the
 

random
 

forest
 

mod-
el.At

 

each
 

cycle
 

of
 

the
 

EDL,the
 

CNN
 

architec-
tures

 

are
 

used
 

as
 

input
 

to
 

the
 

random
 

forest,which
 

is
 

then
 

used
 

to
 

predict
 

the
 

performance
 

of
 

the
 

CNN
 

architectures
 

without
 

using
 

the
 

time-consuming
 

gradient
 

backpropagation.When
 

the
 

EDL
 

reaches
 

the
 

termination
 

condition,the
 

CNN
 

architecture
 

with
 

the
 

best
 

prediction
 

performance
 

is
 

output.
Gradient

 

backpropagation
 

training
 

of
 

the
 

CNN
 

is
 

not
 

required
 

for
 

the
 

optimization
 

process.

Fig.3 Main
 

frame
 

of
 

the
 

E2EPP
 

associated
 

EDL

The
 

NSGANetV2
 

algorithm
 

proposed
 

by
 

Lu
 

et
 

al.[29]utilizes
 

multiple
 

performance
 

predictor
 

to
 

assist
 

in
 

a
 

multi-objective
 

evolutionary
 

neural
 

ar-

chitecture
 

search.Four
 

agent
 

models
 

are
 

used
 

in
 

the
 

approach,including
 

Classification
 

and
 

Regres-
sion

 

Trees(CART)[28],Radial
 

Basis
 

Function
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(RBF)[30],Multi-Layer
 

Perceptron(MLP)[31],and
 

Gaussian
 

Process(GP)[32].The
 

authors
 

note
 

that
 

no
 

single
 

agent
 

model
 

outperforms
 

the
 

others
 

for
 

multiple
 

targets,hence
 

the
 

use
 

of
 

a
 

selection
 

mech-
anism

 

called
 

adaptive
 

switching(AS).In
 

each
 

itera-
tion

 

of
 

the
 

algorithm,AS
 

constructs
 

four
 

different
 

types
 

of
 

agent
 

models,and
 

then
 

selects
 

the
 

model
 

with
 

the
 

best
 

predictive
 

performance
 

using
 

cross-
validation.The

 

goal
 

of
 

NSGANetV2
 

is
 

to
 

optimize
 

both
 

prediction
 

accuracy
 

and
 

the
 

number
 

of
 

param-
eters

 

within
 

the
 

network
 

structure,with
 

a
 

focus
 

on
 

finding
 

efficient
 

neural
 

network
 

architectures.In
 

testing
 

on
 

the
 

CIFAR-10
 

dataset,NSGANetV2
 

can
 

achieve
 

a
 

98.4%
 

accuracy
 

while
 

keeping
 

the
 

num-
ber

 

of
 

parameters
 

at
 

468
 

M.On
 

the
 

popular
 

Ima-

geNet
 

dataset,the
 

algorithm
 

achieves
 

a
 

75.9%
 

ac-
curacy

 

while
 

maintaining
 

the
 

number
 

of
 

parameters
 

at
 

225
 

M.Overall,the
 

use
 

of
 

multiple
 

agent
 

models
 

and
 

AS
 

selection
 

mechanism
 

appears
 

to
 

be
 

an
 

effec-
tive

 

method
 

for
 

seeking
 

optimal
 

neural
 

network
 

ar-
chitectures.

EMONAS-Net[33]
 

is
 

a
 

state-of-the-art
 

neural
 

structure
 

search
 

framework
 

that
 

uses
 

agent
 

assis-
tance

 

to
 

efficiently
 

search
 

for
 

optimal
 

neural
 

net-
work

 

architectures.It
 

achieves
 

this
 

using
 

an
 

inex-

pensive
 

random
 

forest
 

agent
 

function
 

that
 

ranks
 

the
 

performance
 

of
 

candidate
 

architectures
 

during
 

the
 

evolutionary
 

algorithm
 

search.This
 

helps
 

to
 

significantly
 

reduce
 

the
 

overall
 

search
 

time
 

com-

pared
 

to
 

other
 

search
 

frameworks.In
 

addition,

EMONAS-Net
 

makes
 

use
 

of
 

a
 

proxy
 

model
 

based
 

on
 

a
 

random
 

forest,which
 

has
 

a
 

very
 

small
 

number
 

of
 

hyperparameters
 

and
 

does
 

not
 

require
 

a
 

large
 

amount
 

of
 

training
 

data
 

during
 

training.This
 

makes
 

it
 

particularly
 

well-suited
 

for
 

use
 

with
 

vari-
ous

 

datasets.EMONAS-Net
 

is
 

unique
 

in
 

that
 

it
 

considers
 

both
 

the
 

micro-and
 

macro-structures
 

of
 

the
 

architecture
 

when
 

designing
 

the
 

search
 

space.
This

 

reduces
 

the
 

need
 

for
 

manual
 

intervention
 

and
 

minimizes
 

the
 

size
 

of
 

the
 

architecture,resulting
 

in
 

more
 

efficient
 

and
 

effective
 

searches
 

for
 

optimal
 

neural
 

network
 

architectures.

Table
 

2 Summary
 

of
 

five
 

different
 

ENAS

with
 

performance
 

predictors

Algorithms Agents Basic
 

Unit Fields
 

of
 

application

E2EPP Random
 

forestCNN
 

layer Image
 

classification

NSGANetV2 CART,RBF,

MLP
 

and
 

GP

Block Image
 

classification

PRE-NAS Random
 

forest Cell Image
 

classification

NPENAS Bayesian

optimization

Cell Image
 

classification

EMONAS-Net Random

Forest

Block 3D
 

Image
 

segmentation

NPENAS[34]is
 

a
 

recently
 

proposed
 

evolution-
ary

 

neural
 

architecture
 

search
 

algorithms
 

that
 

use
 

performance
 

predictors
 

to
 

rank
 

candidate
 

architec-
tures.NPENAS

 

contains
 

two
 

types
 

of
 

performance
 

predictors,the
 

NPEANS-BO
 

and
 

NPEANS-NP,

which
 

are
 

used
 

to
 

rank
 

candidate
 

architectures.The
 

NPEANS-BO
 

is
 

an
 

acquisition
 

function,which
 

is
 

defined
 

from
 

a
 

graph-based
 

uncertainty
 

estimation
 

network,while
 

the
 

NPEANS-NP
 

is
 

a
 

graph-based
 

performance
 

predictor.These
 

predictors
 

are
 

used
 

to
 

rank
 

candidate
 

architectures.
Peng

 

et
 

al.[35]proposed
 

PRE-NAS,an
 

evolu-
tionary

 

neural
 

architecture
 

search
 

algorithm
 

that
 

u-
ses

 

an
 

performance
 

predictor.The
 

performance
 

predictor
 

can
 

be
 

trained
 

with
 

a
 

limited
 

number
 

of
 

samples
 

through
 

a
 

selection
 

strategy.PRE-NAS
 

achieved
 

a
 

test
 

error
 

rate
 

of
 

2.40%
 

on
 

CIFAR-10
 

and
 

a
 

top-1
 

test
 

error
 

rate
 

of
 

24%
 

on
 

ImageNet.
Fig.4.shows

 

that,in
 

the
 

search
 

space,PRE-NAS
 

builds
 

a
 

neural
 

network
 

by
 

stacking
 

several
 

repeat-
ing

 

cell
 

modules
 

on
 

top
 

of
 

each
 

other.The
 

net-
works

 

in
 

the
 

dashed
 

line
 

on
 

the
 

right
 

are
 

called
 

cell
 

networks.Each
 

cell
 

network
 

consists
 

of
 

several
 

predefined
 

operations.Each
 

complete
 

neural
 

net-
work

 

consists
 

of
 

a
 

stack
 

of
 

cell
 

networks.The
 

number
 

of
 

cell
 

networks
 

in
 

the
 

network,and
 

the
 

depth
 

of
 

the
 

network
 

are
 

obtained
 

by
 

a
 

search
 

algo-
rithm.
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Fig.4 Neural
 

network
 

based
 

on
 

cell

construction
 

in
 

PRE-NAS

The
 

expectation
 

in
 

designing
 

a
 

proxy
 

predictor
 

is
 

that
 

the
 

predictor
 

can
 

be
 

trained
 

on
 

a
 

limited
 

amount
 

of
 

data
 

and
 

contain
 

a
 

small
 

number
 

of
 

pa-
rameters,as

 

training
 

a
 

larger
 

network
 

would
 

slow
 

down
 

the
 

search.PRE-NAS
 

experimentally
 

evalua-
ted

 

several
 

common
 

agent
 

networks,including
 

multi-layer
 

perceptron(MLP),linear
 

regressor,

bayesian
 

ridge
 

regressor,support
 

vector
 

regressor,

graph
 

convolutional
 

network(GCN),kernel
 

ridge,

and
 

random
 

forest
 

regressor.The
 

results
 

showed
 

that
 

random
 

forest
 

was
 

the
 

best-performing
 

predic-
tor.The

 

experimental
 

results
 

are
 

shown
 

in
 

Table
 

3.

Table
 

3 The
 

results
 

of
 

training
 

7
 

regression
 

variables

with
 

100
 

samples
 

for
 

multiple
 

proxy
 

predictors
 

in
 

PRE-NAS

Predictors
Spearman

coefficient

Training

time(ms)
Inference

time(ms)

Random
 

Forest 0.65±0.07 690±100 50±7

Support
 

Vector 0.38±0.11 0.7±0.1 0.3±0.05

GCN 0.45±0.13 41000±728 13±5

MLP 0.07±0.11 480±50 3±0.5

Linear
 

Regressor 0.05±0.11 0.6±0.2 0.1±0.07

Kernel
 

Ridge 0.07±0.10 0.8±0.9 0.3±0.2

Bayesian
 

Ridge 0.05±0.11 1.5±0.9 0.1±0.04

5 Conclusions
 

This
 

paper
 

provides
 

a
 

summary
 

of
 

evolution-
ary

 

neural
 

architecture
 

search
 

approach
 

that
 

utili-
zes

 

performance
 

predictors,and
 

describes
 

the
 

basic
 

forms
 

and
 

components
 

of
 

neural
 

architecture
 

search.Automatic
 

search
 

of
 

network
 

architectures
 

enables
 

users
 

without
 

deep
 

learning
 

knowledge
 

to
 

design
 

networks
 

that
 

meet
 

their
 

needs,and
 

NAS
 

with
 

performance
 

predictors
 

can
 

accelerate
 

this
 

process
 

and
 

reduce
 

the
 

cost
 

of
 

use.However,desig-
ning

 

the
 

performance
 

predictor
 

requires
 

meeting
 

several
 

requirements.Firstly,the
 

performance
 

pre-
dictor

 

should
 

not
 

contain
 

too
 

many
 

parameters
 

and
 

weights
 

and
 

should
 

not
 

be
 

too
 

large
 

or
 

deep.A
 

per-
formance

 

predictor
 

that
 

is
 

too
 

large
 

can
 

slow
 

down
 

the
 

training
 

process,which
 

is
 

contrary
 

to
 

the
 

origi-
nal

 

design
 

intention.Secondly,the
 

performance
 

predictor
 

should
 

be
 

trained
 

on
 

a
 

small
 

number
 

of
 

samples
 

to
 

achieve
 

good
 

performance.Due
 

to
 

the
 

high
 

cost
 

of
 

evaluating
 

neural
 

architectures,there
 

are
 

very
 

few
 

data
 

samples
 

available
 

for
 

training
 

the
 

predictor.Therefore,the
 

focus
 

of
 

the
 

next
 

step
 

is
 

to
 

design
 

efficient
 

performance
 

predictors
 

that
 

are
 

lightweight
 

and
 

do
 

not
 

require
 

many
 

samples
 

for
 

training.
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